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omAbstra
tGray mail, messages that 
ould reasonablybe 
onsidered either spam or good by di�er-ent email users, is a 
ommonly observed is-sue in produ
tion spam �ltering systems. Inthis paper we study this 
lass of mail using alarge real-world email 
orpus and signature-based 
ampaign dete
tion te
hniques. Ouranalysis shows that even an optimal �lter willinevitably perform unsatisfa
torily on graymail, unless user preferen
es are taken intoa

ount. To over
ome this diÆ
ulty we de-sign a light-weight user model that is highlys
alable and 
an be easily 
ombined with atraditional global spam �lter. Our approa
his able to in
orporate both partial and 
om-plete user feedba
k on message labels and
at
hes up to 40% more spam from gray mailin the low false-positive region.1 Introdu
tionPubli
ly available email 
orpora for spam �lteringoften impli
itly or expli
itly assume that the labelof a message does not depend on who re
eives themail (Corma
k & Lynam, 2005; Corma
k, 2006). Al-though this assumption is somewhat ne
essary as a
lear annotation guideline for 
reating ben
hmark 
or-pora, unfortunately it does not always hold in pra
ti
e.For example, a parti
ular 
ompany may send monthlyadvertisements to past 
ustomers. Even though theemail 
ontent is the same, some users 
onsider thisgood mail while others treat it as spam (Fallows, 2003).As another example, it is 
ommon for users to begin re-porting newsletters as spam rather than unsubs
ribingthem, even if they had previously signed up to re
eive�This work was done while the author was an internat Mi
rosoft Resear
h.

those newsletters (Email Sender and Provider Coali-tion, 2007). In these 
ases, nearly identi
al messagessent to multiple re
ipients have no globally 
orre
t la-bel and 
an be reasonably treated as either good orspam. Su
h messages are 
alled gray mail, whi
h is�rst addressed in (Yih et al., 2007).Not surprisingly, the seemingly in
onsistent labels ofgray mail messages present a diÆ
ult 
hallenge tospam �ltering. When learning a �lter, the learner isfa
ed with the problem of how to handle gray mail ap-propriately. One possible strategy is to treat it as a la-bel noise issue, where the labels of some gray messages
an be \
orre
ted" before used for training. Perhapsmore seriously, be
ause identi
al messages will havethe same predi
ted label at run time, the de
ision isa 
lassi�
ation error to some users, even if the �lter isglobally \optimal".To over
ome these diÆ
ulties, in this paper, we �rstanalyze the properties of gray mail using a large 
or-pus obtained via 
ampaign dete
tion te
hniques. By
lustering near-dupli
ate email in a 
olle
tion of morethan 2.6 million messages and examining their labels,we managed to obtain a large 
orpus of gray mail. Ourstudy 
on�rms that a big portion of email does be-long to gray mail. Moreover, we show that a globallytrained 
ontent-based �lter performs poorly on thisspe
ial 
ategory of mail and even a perfe
t �lter willinevitably produ
e some 
lassi�
ation errors. To solvethe gray mail problem, 
ertain degree of personaliza-tion is thus ne
essary.For this purpose, we design an approa
h that in
orpo-rates user preferen
es into the 
lassi�
ation model toavoid the limitations of global �ltering. Unlike previ-ous personalized �ltering s
hemes whi
h in
ur signif-i
ant storage and pro
essing 
osts per user, our usermodels are highly s
alable and pra
ti
al for large Web-based mail systems. We �nd that, with very little ad-ditional 
ost beyond 
urrent global �ltering systems,we are able to in
orporate both partial and 
ompleteuser feedba
k on message labels and 
at
h up to 40%



more spam from gray mail in the low false-positive re-gion.The rest of the paper is stru
tured as follows. We �rstrevisit the gray mail problem by measuring its perva-siveness and quantifying the limitations of global �ltersin Se
tion 2. We then dis
uss the need for personalized�ltering and propose various user models in Se
tion 3,followed by the experimental evaluation in Se
tion 4.Finally, we introdu
e other related work in Se
tion 5and 
on
lude the paper in Se
tion 6.2 The Gray Mail ProblemIn this se
tion we study the e�e
ts of gray mail onspam �ltering. We �rst des
ribe how we obtain a graymail 
orpus using signature-based 
ampaign dete
tionte
hniques and then pro
eed to quantify the prevalen
eof gray mail and the limitations it pla
es on global�lters.2.1 Obtaining a Gray Mail CorpusTo obtain a gray mail 
orpus we mine a large emaildataset for 
ampaigns that have been labeled in
on-sistently by di�erent re
ipients. The labeled messages
ome from the Hotmail Feedba
k Loop and the 
am-paigns are dete
ted with a re
ently developed near-dupli
ate dete
tion te
hnology. We des
ribe ea
h ofthese as follows.The Hotmail Feedba
k Loop: The gray mailproblem has been overlooked in the resear
h 
ommu-nity and 
an only be observed in a more realisti
 en-vironment. Fortunately, having a

ess to the HotmailFeedba
k Loop data provides us the opportunity to ex-amine this problem 
losely. The Feedba
k Loop data
onsists of messages labeled as spam or good by pollingover 200,000 Hotmail volunteers daily. In this data
olle
tion me
hanism ea
h user's in
oming mail is ran-domly sele
ted, regardless of whether it is headed forthe inbox, junk folder, or deletion. A spe
ial 
opy ofthe sele
ted message is then sent to the user, askinghim to annotate the original message as good or spam.Noti
e that this is not a truly random sample of mailsent to these users sin
e ea
h user re
eives at most 1labeling request per day, and there is a signi�
ant fra
-tion of mail that is immediately deleted and never en-ters this pro
ess (e.g., from blo
k lists of 
learly knownspammers). Nonetheless, internal studies have shownthat this set provides a reasonable approximation tomail re
eived by Hotmail users. Most importantly,unlike in traditional resear
h 
orpora, these messagesare labeled by their intended re
ipients in real time.We believe we get the true, up-to-date personal judge-ments that only the mail re
ipients 
an make, whi
h is


ru
ial to a study on gray mail. In this analysis andthe remainder of this paper, we use Feedba
k Loopdata on messages re
eived from January through May2007.Email Campaign Dete
tion: Be
ause gray mailis essentially messages that 
ould be labeled eithergood or spam by di�erent users, the straightforwardmethod to �nd gray mail is to identify identi
al ornear-dupli
ate messages in the dataset that have beenlabeled di�erently by di�erent users. Messages withalmost identi
al 
ontent and sent roughly in the sameshort period are usually 
alled an email 
ampaign.Although dete
ting email 
ampaigns is an importantanti-spam te
hnique, not all of the 
ampaigns are spammessages. Newsletters or 
ommer
ial messages are of-ten sent as email 
ampaigns and 
an often be dete
tedusing the same method.The 
ampaign dete
tion method we use in this paperis a variation of I-Mat
h (Chowdhury et al., 2002),whi
h has been shown very e�e
tive in �nding near-dupli
ate email messages (Kol
z & Chowdhury, 2007).Brie
y speaking, I-Mat
h is one type of �ngerprintingmethod that generates a signature for an email mes-sage. This method �rst pre-
ompiles a list of impor-tant words, or lexi
on, from a large do
ument 
olle
-tion. The signature is simply a hashed representationof the terms in the email that also o

ur in the lexi
on.This method is further enhan
ed by Kol
z and Chowd-hury (2007) to use not only uni-grams (i.e., words inthe messages) but also some short n-grams based ona language model, whi
h tends to be more robust togood-word atta
ks (Lowd & Meek, 2005) from spam-mers.Applying the near-dupli
ate dete
tion method on theHotmail Feedba
k Loop mail 
olle
tion, we are ableto �nd several email 
ampaigns or 
lusters of identi
almessages. If the messages in the same 
ampaign arelabeled di�erently, then we 
onsider it as a gray mail
ampaign. Although the pre
ision of this gray maildete
tion approa
h is fairly high, its re
all is unfortu-nately limited by the sample size of the email 
olle
-tion. Remember that the Feedba
k Loop data is only
olle
ted from a small portion of Hotmail users. De-spite the fa
t that it 
ontains millions of messages, thedataset is still just a small sample of messages sent toHotmail a

ounts. Therefore, small email 
ampaignsmay not always be dete
ted by this method.Noti
e that the 
ampaign dete
tion te
hnique ismainly used for o�ine analysis of gray mail. For areal-time spam �lter that needs to dete
t gray mailfrom large in
oming mail streams, this is likely to beexpensive. One alternative is to use sender reputa-tion. For example, if mail from a given sender IP is




onsistently labeled as both spam and good by di�er-ent users, then all the messages it sends in the futuremay be treated as gray mail. While this is not aspre
ise as the 
ampaign dete
tion te
hnique be
ausesome senders send a mix of 
learly good and 
learlybad mail (e.g., forwarders), as we will dis
uss later inSe
tion 4.1, it is still a good and eÆ
ient alternativein pra
ti
e.2.2 Limitations of Global FilteringGiven a gray mail 
orpus, we 
an now quantitativelystudy the problem. Be
ause a gray mail message 
anbe labeled as either spam or good, a 
onventionalglobal spam �lter will be fa
ed with the 
hallenge oflearning over \noisy" training data and will inevitablymake mistakes at run time. This raises several in-teresting questions, su
h as \what per
entage of mailbelongs to gray mail?" and \how does gray mail a�e
t�lter performan
e?" In this subse
tion we measure thepervasiveness of gray mail and evaluate the use of noiseredu
tion te
hniques to build a traditional global �l-ter. While we do observe improved performan
e overa s
heme in whi
h the gray mail problem is simply ig-nored, we dis
uss why this is a less preferable approa
hto the problem. We then quantify the upper boundsthat gray mail pla
es on the predi
tion a

ura
y ofany global �ltering s
heme and highlight the need forpersonalized �ltering.Pervasiveness of Gray Mail: In order to measurethe ratio of gray mail versus all email messages, we an-alyze messages re
eived in April and May of 2007. Thenumber of total messages of this 
olle
tion is 2,672,222.Among them, 1,553,519 (58.1%) were labeled as spamand the remaining 1,118,703 (41.9%) were labeled asgood. Applying the near-dupli
ate dete
tion methodon this 
olle
tion, we dis
overed 41,068 
ampaigns 
on-taining at least 5 messages, whi
h a

ounts for 848,153(31.7%) messages in total. Although a large numberof these 
ampaigns are either true spam or good 
am-paigns, many of them are gray mail 
ampaigns. Fig-ure 1 shows the label 
onsisten
y of these 
ampaigns.The x-axis is the 
ampaign spam ratio (i.e., the num-ber of messages labeled as spam versus the total num-ber of messages in a 
ampaign) and the y-axis is thetotal number of messages in all 
ampaigns with thatspam ratio. As we 
an see from the �gure, 28.6% ofthe messages belong to 
ampaigns with spam ratio 1.0,the unambiguous spam 
ampaigns. Similarly, at theother end of this �gure, 4.6% of the messages belongto the \good" 
ampaigns with spam ratio 0. Whetherthe messages from other 
ampaigns are label errors orgray mail is less 
ertain. If we assume there is no labelerror, then all 
ampaigns other than spam and goodare treated as gray mail, whi
h has 66.8% of the 
am-
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Figure 1: Volume of 
ampaign mail by spam ratio.paign messages. However, if we treat only email 
am-paigns with spam ratio between 0.2 and 0.8 as graymail, then gray mail a

ounts for 25.4% of all 
am-paign messages. In other words, at least 8.1% to 21.2%of all messages 
an be 
ategorized as gray mail. Thea
tual ratio 
ould be higher sin
e the near-dupli
atedete
tion method does not 
apture all 
ampaigns dueto the sampling issue dis
ussed above.A Label Noise Problem? Sin
e gray mail presents
hallenges to global �lters both during training andevaluation, we next quantify the e�e
ts of treating thegray mail problem as another form of label noise. Howmu
h better 
an global �ltering be
ome if we removegray mail label \noise" from the training set? Also,given that a global �lter 
annot satisfy di�erent useropinions on the same mail, how would the performan
eof a global �lter 
hange if we removed this \noise" fromthe testing set?We investigate these questions as follows. First we
hoose January through Mar
h 2007 as our trainingperiod and April through May 2007 as our testingperiod. We then 
ompare 4 
on�gurations: 
leaningthe training data only, 
leaning the testing data only,
leaning both the training and testing data, and no
leaning at all. To 
lean a given dataset, we �rst applythe 
ampaign dete
tion method on just that datasetand then for
e all 
ampaign messages to have the samelabel as the majority vote within ea
h 
ampaign.Using randomly sele
ted 184,337 
ampaign messagesfrom the training period, a spam �lter is trained using
ontent features su
h as words in the subje
t and bodyby logisti
 regression (Goodman, 2002). This �lter isthen tested using another 50,841 randomly sele
ted
ampaign messages from the testing period.Figure 2 shows the ROC 
urves of these four 
on�gu-rations in the low false-positive region. As indi
atedin the �gure, although 
leaning the training data 
on-
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ampaign messages when treating gray mail as a labelnoise problem.sistently improves the �lter (regardless of whether thetesting data is 
leaned or not), the gain is minimal.In 
ontrast, most gain 
omes from 
leaning the test-ing data. That is, if the gray mail is treated as labelnoise, then the performan
e of our spam �lter on these
ampaign messages is in fa
t mu
h better.If we fo
us on messages that belong to 
learly graymail 
ampaigns, then the performan
e di�eren
e iseven more substantial. We preserved messages in 
am-paigns with spam ratio between 0.2 and 0.8 in bothtraining and testing data and repeated the experi-ments. Figure 3 shows the ROC 
urves of the 
or-responding four 
on�gurations. As also indi
ated bythis �gure, the most gain still 
omes from 
leaning thetesting data instead of 
leaning the training data.The above results seem to suggest that if gray mailis 
onsidered a label noise issue, then a global �lter
an perform well. This is espe
ially true during eval-

uation if we use \
leaned" data to judge the e�e
tive-ness of our �lter. Unfortunately, this view is not fairor pra
ti
al. Users have di�erent preferen
es and anymajority-rules approa
h will not satisfy the needs ofall users.Optimal Global Filtering: A natural question toask, then, is how good 
ould an optimal global �lterperform? To answer this question we assume that anystandard global �lter will output the same label for allmessages in a 
ampaign. An \optimal" �lter will thentake a majority-rules approa
h for ea
h 
ampaign tominimize errors. For example, if a 
ampaign has 20messages where 3 are 
onsidered spam by the re
ip-ients, then the �lter should label all 20 messages asgood, whi
h generates 3 false-negatives. Applying thisprin
iple to these email 
ampaigns, we found 23,749false-positive 
ases and 17,319 false-negative 
ases. Inother words, even an optimal 
lassi�er will have 1.54%
lassi�
ation error when the false-positive rate and thefalse-negative rate are about the same. In pra
ti
e,though, �lters are never perfe
t, and are usually tunedto operate in the low false-positive region. Applying a�lter trained on the data 
olle
ted in the training pe-riod to the messages sampled from the testing period,an internal study found that gray mail a

ounted forat least 9% of un
aught spam when operating at a lowfalse-positive rate.3 In
orporating User Preferen
esSin
e treating gray mail simply as a label noise is-sue is unfair to some users, the spam �ltering problembe
omes more 
hallenging as gray mail pla
es 
onsid-erable limitations on global �ltering s
hemes. In par-ti
ular, the 
orre
t email label not only depends onthe message, but also on the re
ipient. In this pa-per we propose a personalized approa
h for handlinggray mail. Unlike traditional personalized approa
hes,whi
h often build personalized �lters using trainingsets with similar distributions to the messages re
eivedby ea
h user (Bi
kel & S
he�er, 2007; Segal, 2007),we seek a solution that respe
ts the fa
t that di�er-ent users have di�erent opinions even on the samemail. Furthermore, we sear
h for a solution that isappropriate for large-s
ale, Web-based email systems,su
h as Hotmail, Yahoo! Mail, GMail and AOL. Inthis setting, with a large number of users and noth-ing more than a Web browser on the 
lient side, itis impra
ti
al to learn and apply heavyweight �ltersfor ea
h user. Complete feedba
k on message labelsfrom ea
h user 
annot be assumed always availableeither. In short, the personalization s
heme has to(1) respe
t ea
h user's mail distribution and individ-ual preferen
es, (2) in
ur negligible storage, training,



and pro
essing 
osts beyond a standard global �lter-ing system, and (3) do not require 
omplete feedba
kfrom ea
h user.To satisfy these requirements we propose using thepartitioned logisti
 regression (PLR) model (Changet al., 2008) that learns 
ontent and user models sep-arately. While users share the same 
ontent modeltrained on all mail, the user model 
an be built ef-�
iently using only a few statisti
s of the messagesre
eived by ea
h user. The �nal predi
tion 
an betreated as a simple multipli
ation of these two models.In this se
tion, we �rst brie
y introdu
e partitionedlogisti
 regression and then present how we learn theuser model given either 
omplete or partial user feed-ba
k.3.1 Partitioned Logisti
 RegressionCon
eptually, the partitioned logisti
 regression (PLR)model 
an be treated as a set of lo
al 
lassi�ers thatare trained by logisti
 regression using the same exam-ples, but on di�erent partitions of the feature spa
e.When applied to the task of spam �ltering, a messageis represented by a feature ve
tor X = X
Xu, whereX
 and Xu are the 
ontent and user features, respe
-tively. Given an example X, the task is therefore topredi
t its label Y 2 f0; 1g, whi
h represents whetherthe message is good or spam. In the PLR model, su
h
onditional probability is proportional to the multipli-
ation of posteriors estimated by the lo
al models.P̂ (Y jX) / P̂ (Y jX
)P̂ (Y jXu) (1)In parti
ular, both the 
ontent and user models (i.e.,P̂ (Y jX
) and P̂ (Y jXu)) are logisti
 fun
tions of theweighted sum of the features, where the weights arelearned by maximizing the 
onditional likelihood ofthe training data.The PLR model enjoys several advantages in pra
ti
e.For example, its fun
tional form is identi
al to the tra-ditional logisti
 regression model learned on all thefeatures. For a system that uses the logisti
 fun
tionfor estimating probabilities, to 
hange the model isstraightforward { simply repla
ing the weights withthe ones learned by the PLR model. It 
an also beshown that the multipli
ation of the lo
al predi
tionsin Equation 1 is equivalent to stating that di�erentgroups of features are 
onditionally independent giventhe 
lass label, whi
h makes partitioned logisti
 re-gression a hybrid model of the generative model, naiveBayes, and its dis
riminative 
ounterpart, logisti
 re-gression. Finally, by training lo
al models on di�erentgroups of features, the smoothing parameters 
an beeasily tuned separately, whi
h often yields better �nalpredi
tions. For more dis
ussions on the PLR model,see (Chang et al., 2008).

When the logisti
 regression model is used for binary
lassi�
ation, it is quite often that the 
onditional log-odds instead of the posterior is used as the de
isionfun
tion. While these two options produ
e equivalentranking results, the log-odds is more 
onvenient to usein pra
ti
e sin
e it is the weighted sum of the features.The �nal binary predi
tion of the message label is anindi
ator fun
tion { if the de
ision fun
tion is largerthan a pre-sele
ted threshold �, then the message is
lassi�ed spam.In
orporating user preferen
e in the PLR model asstated in Equation 1 
an be viewed as if ea
h indi-vidual user has his own de
ision threshold. Let o bethe odds of the label given the example and let o
 andou be the odds of the 
ontent and user models, respe
-tively. Then from Equation 1,log(o) > � , log(o
) + log(or) + k > �, log(o
) > � � k � log(ou), log(o
) > �u;where k = � log(P (Y = 1)=P (Y = 0)), whi
h is in-dependent of u, and �u � � � k � log(ou) is the newthreshold for the mail re
ipient u.3.2 User ModelAs dis
ussed previously, the goal of the user model isto 
apture the basi
 labeling preferen
e of ea
h mailre
ipient. In other words, we would like to know howlikely a message will be labeled as spam by a user,without knowing the 
ontent of the email. Althoughsome demographi
 information of a user, su
h as age orgender, may be loosely related to his mail preferen
e,su
h information may not always exist and 
ould beina

urate. Therefore, in this work we 
hoose a moredire
t and simple user feature { the re
ipient user id,whi
h is treated as a binary feature. For example, ifthere are n users, then for a message sent to the j-thuser, the 
orresponding user feature, xj will be 1, butall other n� 1 features will be 0.Note that by only using the user id in the user model,the model in fa
t estimates the \personal spam prior",P (Y ju), for ea
h user u, whi
h is equivalent to es-timate the per
entage of spam in all messages thisuser re
eives. Despite the fa
t that su
h a model 
anbe trained using traditional logisti
 regression learn-ing methods, we 
an use a dire
t way to estimate the\inbox spam ratio" of the target user by 
ounting thenumber of spam messages and all messages re
eived byhim in the training period. In the following, we �rstexamine how we derive this model when 
omplete userfeedba
k on message labels is available. Perhaps moreimportantly, we also dis
uss how robust the model iswhen su
h feedba
k is limited.



3.2.1 Complete User Feedba
kWhen the labels of messages sent to a target user areavailable, we use the spam ratio of these messageswith a smoothing te
hnique that is similar to using aDiri
hlet prior. Let 
ntspam(u) be the number of spammessages sent to user u, 
ntall(u) the number of totalmessages this user re
eives, and Pspam � P̂ (Y = 1)the estimated probability of a random message beingspam. The user model is derived using the followingformula.̂P (Y = 1jXu) = 
ntspam(u) + �Pspam
ntall(u) + � ; (2)where � is the smoothing parameter. Noti
e that thismaximum likelihood estimation is the same as logis-ti
 regression learning with feature ve
tors Xu; theonly di�eren
e is the smoothing te
hnique used in thismethod.Similar to the 
ommon smoothing te
hniques used inthe naive Bayes model, as the number of labeled mes-sages in
reases, 
ntspam(u) and 
ntall(u) will be thedominant terms and the prior be
omes less important.On the other hand, if there is no feedba
k from thisuser in the training period, the user model will redu
eto the 
lass prior, Pspam, whi
h is simply the spamratio of all the email in our 
olle
tion.3.2.2 Partial User Feedba
kIn more pra
ti
al settings we will not know the truelabels of all messages that a user has re
eived. Even inthis 
ase, we 
an see from Equation 2 that it is still notdiÆ
ult to set the denominator, whi
h is essentiallythe total number of messages a user re
eives. The
hallenge, though, is to estimate the number of spammessages re
eived by this user. It is 
ommon, how-ever, to be able to 
olle
t some statisti
s to help makethis estimation. For example, although only a verysmall portion of Hotmail users parti
ipate the HotmailFeedba
k Loop, ordinary users still provide a form offeedba
k through \report as junk" buttons. This is a
ommon UI in most Web Mail systems. When a spammessage passes the �lter and is delivered to someone'sinbox, the user 
an press the button to move this mes-sage from the inbox to the junk folder, and report thismessage to the system.There are a 
ouple important issues when using thenumber of junk mail reports as the substitute of thereal 
ounts of spam messages. First of all, the userdoes not see all the messages sent to him. Messagesthat are highly likely to be spam may either be deletedor put in the junk folder dire
tly by the �lter. Se
ond,not all users report junk mail. Therefore, the junk mailreports are in fa
t a spe
i�
 subset of the spam mes-

sages sent to the user. Considering these two issues,we propose two formulas based on Equation 2.The �rst formula assumes that all the spam messagesdelivered to the inbox have been reported as junk mailby the user. The total number of spam messages istherefore the 
ount of junk mail reports plus the spamthat is 
aptured by the �lter. Let pre
 be the overallpre
ision of the �lter1; namely, the number of true pos-itives divided by the number of positive predi
tions.The number of 
aught spam messages of a re
ipient u,
t(u), is thus pre
 � 
ntfiltered(u), where 
ntfiltered(u)is the number of messages sent to this user but 
onsid-ered as spam by the �lter. Let jmr(u) be the numberof junk messages reported by re
ipient u during thetraining period, then the �nal formula is:P̂ (Y = 1jXu) = 
t(u) + jmr(u) + �Pspam
ntall(u) + � (3)Equation 3 assumes that all the spam messages sentto the inbox have been reported by the user, whi
h isoften not true. One way to adjust this assumption is toadd a term to estimate the number of spam messagesthat are not reported. Let miss(u) be the number ofspam messages that are not 
aptured by the �lter norreported by the user. We use the following equationto estimate this term.miss(u) = Pspam � (
ntall(u)� 
t(u)� jmr(u))The user model is therefore estimated as:P̂ (Y = 1jXu) = 
t(u) + jmr(u) + miss(u) + �Pspam
ntall(u) + � (4)Note that Equations 3 and 4 are not the only ways toestimate P (Y = 1jXu), and more sophisti
ated meth-ods may exist. However, as we will show next in theexperiments, these two models 
an already improvethe performan
e signi�
antly given partial feedba
k.4 ExperimentsWe evaluate the proposed user models experimentallyin this se
tion. In all the experiments, email messagesre
eived between January and Mar
h 2007 are used fortraining, while messages re
eived between April andMay 2007 are used for testing. We �rst dis
uss themethod of 
olle
ting most gray mail messages in anonline spam �ltering setting and then 
ompare our usermodels in di�erent s
enarios.1The pre
 parameter is estimated by applying the �lteron the development set. Ideally, the pre
ision of the �ltershould be estimated on messages of di�erent users indi-vidually. In pra
ti
e, the limited sample messages per usermay not be able to provide a robust estimation. Therefore,we use the overall pre
ision instead.



4.1 Data: Mixed-sender MailAlthough with labeled email messages, the 
ampaigndete
tion method des
ribed in Se
tion 2 
an 
apturegray mail with high pre
ision, there exist several dif-�
ulties in applying it to dete
ting gray mail in anonline, real-time spam �lter. For example, despite thefa
t that near-dupli
ate messages sent in roughly thesame short period 
an be 
lustered, knowing whi
h ofthem belongs to gray mail 
ampaigns still needs thelabels of at least some of the messages. Unfortunately,be
ause email is not always read right after re
eivedby the system, it takes some time to 
olle
t labels fromvolunteer users through means like the Hotmail Feed-ba
k Loop. A de
ision on whether an in
oming mes-sage is gray mail 
annot thus be reliably made imme-diately via the 
ampaign dete
tion method. Besidesthis 
riti
al issue, the 
overage of dete
ting gray mailis also limited due to the sampling issue as dis
ussedearlier.One alternative of �nding gray mail is to train a graymail 
lassi�er using a 
orpus obtained via 
ampaigndete
tion te
hniques. While this approa
h has beenproposed in (Yih et al., 2007), it seems to have limitedsu

ess, partially due to the diversity of gray mail mes-sages. On the other hand, identifying a

urately graymail messages may not be ne
essary sin
e it is onlyan intermediate goal. Separating a subset of emailthat 
ontains most gray mail and applying the pro-posed personalization s
hemes to improve spam �lter-ing would be suÆ
ient.Be
ause of the above pra
ti
al 
onsiderations, we ap-ply our methods to only the mail from mixed senders.Mixed senders are the IP addresses that used to sendboth good and spam messages in the past. Althoughsome of them are 
learly spam or good mail, thesemessages also 
over most gray mail. Using the mixed-sender messages as the substitute of gray mail is alsoan eÆ
ient solution in pra
ti
e sin
e it only needs tomaintain a list of mixed-sender IPs. Formally, we de-�ne the mixed senders as follows. Given an IP addressi, let mi be the set of messages sent from this IP ad-dress during a sele
ted period. The spam ratio, ri, isthen the number of spam messages in mi, divided byjmij (the total number of messages in mi). We thentreat senders who sent greater or equal to 5 messagesin this period with spam ratio between 0.2 and 0.8 asmixed senders. The set of mixed senders, Smixed, isthus: Smixed = fi j 0:2 � ri � 0:8; jmij � 5g:Messages sent from Smixed in the training and test-ing periods are sampled to 
onstru
t our training and
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urves of the 
ontent-based �lterand the model that in
orporates user preferen
es.testing data and used in the experiments2.4.2 ResultsTo fully evaluate the methods des
ribed in Se
tion 3,we design two 
orresponding experimental s
enarios.The �rst one is the Complete User Feedba
k s
enario,whi
h assumes that users provide the labels to all mes-sages they re
eive. The other is the Partial User Feed-ba
k s
enario, where we assume that for a group ofusers, only some spam labels are given through thejunk mail report me
hanism. We present the detailsof these two s
enarios, along with the experimentalresults next.4.2.1 Complete User Feedba
k S
enarioIn this set of experiments, we use the traditional exper-imental setting: the 
ontent-based �lter and the usermodel are trained using mail re
eived in the trainingperiod, and the �lters are tested on messages re
eivedin the testing period. In parti
ular, we would like toexamine how our personalization model 
an improvethe a

ura
y of spam predi
tion over the regular �l-ter on the mixed-sender mail, when the 
omplete userfeedba
k is available.To build the 
onventional 
ontent-based �lter, we traina logisti
 regression model using 700,000 randomlysampled mixed-sender messages re
eived in the train-ing period. The features used in this model are wordsin the subje
t and body �elds, plus a very small set ofsome proprietary features. When 
ombining the user2Compared to dete
ting gray mail 
ampaigns, treatingmixed-sender messages as gray mail obviously has more
overage but less pre
ision. By examining a subset of mes-sages in an internal study, we found mixed-sender mail doeshave a high proportion of gray mail.



preferen
e with the 
ontent-based �lter via partitionedlogisti
 regression (
f. Se
tion 3), the user model is es-timated by Equation 2, where the spam ratio of mes-sages ea
h user re
eives is also derived from the mes-sages re
eived in the training period. The smoothingparameter, �, is set to 1 for all users. Figure 4 showsthe ROC 
urves of these two �lters when applied tothe 1,875,321 testing mixed-sender messages re
eivedby 197,183 di�erent users in the testing period.From the �gure, the �rst thing we noti
e is thatthe 
onventional �lter that relies only on the email
ontent performs poorly on mixed-sender messages,where most of them are gray mail. For example,the true-positive rate at the false positive rate 0.1(TPR�FPR=0.1) is merely 38.2%, indi
ating that alot of spam messages in the gray mail 
ategory 
aneasily pass the 
ontent-based �lter. This result is es-sentially 
onsistent with previous analysis on the graymail 
orpus obtained using the 
ampaign dete
tionte
hniques (
f. Figures 2 and 3). However, in
orpo-rating the user model does improve the result quitesubstantially. As dis
ussed earlier, our model 
an betreated as if ea
h individual user has his own de
i-sion threshold of the �lter. In spite of its simpli
ity,the true positive rate at 0.1 false-positive rate jumpsfrom 38.2% to 60.8%, whi
h indi
ates the importan
eof personalization in handling the gray mail issue.4.2.2 Partial User Feedba
k S
enarioAs dis
ussed in Se
tion 3.2.2, when applying the �lterto mail sent to ordinary users who do not provide theirlabel judgments, the main 
hallenge is to 
onstru
t theuser model based on partial user feedba
k { the junkmail reports. In order to simulate this s
enario, wefurther separate our data as follows. The re
ipients ofthe mail in our 
olle
tion are �rst randomly split intotwo user groups of roughly equal size. The originalmessages used for training and testing are separateda

ordingly, as illustrated in Figure 5. We treat usergroup 1 as \known users" and user group 2 as \newusers". In order words, the labels of all messages in
olle
tion A are assumed available, but only the la-bels of a subset of spam messages in 
olle
tion C arerevealed through junk mail reports. For this set ofexperiments, we will use the messages in 
olle
tion Ato train a 
ontent-based �lter and use the partial la-bels of messages in 
olle
tion C to build a user model.The 
ombined model is then evaluated using mail in
olle
tion D.Re
all that a junk mail report is essentially an un-
aught spam message reported by the user. Therefore,to simulate su
h user behaviors, a base spam �lter hasto be built �rst. We build a 
ontent-based 
lassi�erusing the messages in 
olle
tion A, where the learn-

Jan-Mar, '07 Apr-May, '07User Group 1 A BUser Group 2 C DFigure 5: The data split for experiments of the partialuser feedba
k s
enario.ing algorithm and features are the same as used inSe
tion 4.2.1. We assume this �lter operates at 0.1false-positive rate due to the inherent diÆ
ulty of han-dling gray mail or mixed-sender messages, and sele
tthe de
ision threshold through 
ross validation on mail
olle
tion A. The pre
ision of this 
lassi�er (used inEquations 3 and 4) is also estimated similarly. Whenapplying this 
ontent-based �lter to mail 
olle
tion C,messages with probabilities of being spam lower thanthe threshold are predi
ted as good mail and deliveredto the inboxes. The false-negative 
ases (i.e., un
aughtspam) may be reported by the users. We introdu
e aparameter � as the report rate or the likelihood thatan un
aught spam message will be reported as junkmail, and vary this parameter in the experiments toobserve how the number of junk reports a�e
ts the re-sults. In other words, for the spam messages whi
hshould not appear in the inbox, we assume the userhave probability � to report it as a junk.Noti
e that this approa
h of simulating junk mail re-ports is a simpli�ed setting. In pra
ti
e, a spam �lteris often updated frequently using the latest trainingdata and the un
aught spam messages are in fa
t thepredi
tion results of various �lters trained using mes-sages re
eived in di�erent time periods. Using the mailre
eived in the same period to train the �lter for thepurpose of simulating junk mail reports, we believe,
aptures the behavior of an 
ontinuously updated �l-ter. Note that the true testing data, the mail in 
olle
-tion D, is still messages re
eived in a non-overlappingtime period.We 
ompared the two user models proposed in Se
-tion 3.2.2 when 
ombined with the 
ontent-based �l-ter and tested on mail 
olle
tion D. Model 1 (Equa-tion 3) assumes all un
aught spam messages are re-ported and model 2 (Equation 4) in
ludes a 
orre
tionterm to estimate the 
ounts of unreported junk mailmessages. We assume the �lter operates at 0.1 false-positive rate and show the 
orresponding true-positiverates of these two user models at di�erent report rates.Figure 6 presents the results, where the x-axis is �, theprobability of reporting the mistakenly 
lassi�ed spammessages, and the y-axis is the true-positive rate.From the �gure, we noti
e that the performan
e ofboth models is 
onsistently improved as � in
reases.Moreover, model 2 performs better when the reportrate is low, but not as good when this parameter be-
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k is limited.Model 1 assumes all un
aught spam messages are re-ported; model 2 in
ludes a 
orre
tion term that esti-mates the 
ount of unreported junk mail messages.
omes larger. This phenomenon seems to imply thatthe 
orre
tion term used in model 2 is useful only whenmost un
aught spam messages are not reported. No-ti
e that even when su
h user feedba
k is limited, thisadditional information 
an still bring some improve-ment to the spam �lter when pro
essing gray mail ormixed-sender mail. For example, from Figure 6, whenthe report rate � is 0.2, model 1 in
reases the true-positive rate from 0.37 to 0.43, and model 2 has asimilar improvement.5 Related WorkAlthough the gray mail problem is a 
ommonly ob-served issue in produ
tion spam �ltering systems, it isoften treated as normal label errors and has attra
tedlittle attention in the resear
h 
ommunity. A pioneer-ing study on this problem was �rst done by Yih et al.(2007), where they proposed using 
ampaign dete
tionte
hniques to �nd gray mail and then build a 
lassi�erto distinguish gray mail from regular mail. Althoughthey managed to show some improvement on spam �l-tering using a gray mail 
lassi�er, the s
ale of the ex-periments there was relatively small. In addition, graymail was still pro
essed by a regular 
ontent-based �l-ter without taking the mail re
ipients into a

ount.In 
ontrast, we show the importan
e of email person-alization to the gray mail problem and 
ondu
t ourexperiments using larger datasets.Email personalization is treated as in
orporating userpreferen
es with a 
ontent-based 
lassi�er in the �lterthat is learned in the framework of partitioned logisti
regression (Chang et al., 2008). This model 
an beviewed as a novel hybrid model between the genera-

tive model, naive Bayes, and its dis
riminative 
oun-terpart, logisti
 regression. It is espe
ially suitable toour task sin
e the 
ontent features and user featuresfall into di�erent 
ategories naturally. In this paper,we further enhan
e the user model and suggest alter-native training methods that 
an also handle partialuser feedba
k.Note that our email personalization strategy is quitedi�erent from previous approa
hes. Personalized emailspam �ltering has typi
ally been viewed as training amodel that �ts better individual mail distribution, in-stead of adjusting the �lter to learn user preferen
e.In parti
ular, the 
lass label of an email message is as-sumed to be independent of the re
ipient of the mail.For example, a Diri
hlet pro
ess model to re-sampletraining data for ea
h user is used in (Bi
kel & S
he�er,2007), where the goal is to make the distribution of thisnew training dataset 
loser to the messages re
eivedby the user. Nevertheless, the strategy of training in-dividual �lters for di�erent users is 
omputationallyexpensive for a Web mail system that has hundreds ofmillions of user a

ounts.A model 
ombination approa
h has also been pro-posed re
ently for personalized spam �ltering by Segal(2007), where a globally learned model is 
ombinedwith a model trained using only messages sent to thetarget user. In 
omparison, our user preferen
e modeldoes not require the messages of individual users, butonly the email labels. Partial feedba
k from the junkmail reports 
an also be used to enhan
e the �lter whenhandling gray mail.6 Con
lusions & Future WorkIn this work we addressed a diÆ
ult 
hallenge for spam�lters in pra
ti
e { gray mail. Using a large mail 
or-pus labeled by Hotmail users, we found that gray mailis a 
ommon problem and has pla
ed signi�
ant limi-tations on global �ltering s
hemes, even with the helpof traditional noise-redu
tion te
hniques.To address this 
hallenge we proposed a personalized�ltering approa
h based on the partitioned logisti
 re-gression model. We showed that, by in
orporating in-dividual user preferen
es dire
tly into the model, wewere able to signi�
antly improve �lter performan
e ongray mail. Perhaps more importantly, we also showedhow our s
heme was better suited to our target appli-
ation { large-s
ale Web Mail systems { than previouswork. Although there exist other personalized frame-works, most of them in
ur large storage and pro
essing
osts that may not be pra
ti
al in su
h settings. Fur-thermore, some require extensive knowledge of ea
huser and thus may not work well when only partialuser feedba
k is available. In 
ontrast, our s
heme in-




urs very little additional 
ost above traditional global�ltering s
hemes, and is designed to work even withonly partial user feedba
k.In the future we would like to explore additional per-sonalization s
hemes to help solve the gray mail prob-lem. While our approa
h e�e
tively learns di�erent�ltering thresholds for ea
h user, another 
omplemen-tary dire
tion is to build expli
it lists of bla
k/whitesenders for ea
h user. Despite the fa
t that most Web-based email systems today allow users to build su
hlists, gray mail is still a 
urrent problem. Therefore wewould like to investigate this dire
tion to help makeit more e�e
tive in pra
ti
e (e.g., by in
reasing userparti
ipation). Another possibility is to automati
allyinfer these lists after observing user behavior. Thereare still several unanswered questions, though, su
has determining what types and levels of user behaviorare ne
essary to 
onstru
t quality sender bla
k/whitelists? We feel that our approa
h is 
omplimentaryto this overall dire
tion, though, sin
e it provides amore personalized �lter even in the 
ases when userbla
k/white lists are ine�e
tive (e.g., in �rst-
onta
ts
enarios). An e�e
tive gray mail solution may requirea 
ombination of several personalized s
hemes, and wefeel that the solution we've proposed in this paper isa solid step in this dire
tion.A
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